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a b s t r a c t 

In this paper, the problem of receiver design for orthogonal frequency division multiplexing differential 

chaos shift keying (OFDM-DCSK) communication systems is addressed. By exploiting the rank-1 prop- 

erty of the symbol matrix, we propose to apply dimensionality reduction on the time-domain data sym- 

bols received from the OFDM-DCSK transmitter for noise reduction, followed by chaotic demodulation on 

the resultant symbols to decode the information bits. In the presence of additive white Gaussian noise 

(AWGN), the rank-1 matrix approximation can be simply achieved by the truncated singular value decom- 

position, corresponding to the solution of � 2 -norm minimization. While for impulsive noise environments 

such as in power line communication systems, we develop an alternating optimization algorithm for � p - 

based matrix factorization, where 0 < p < 2 . The bit error rate (BER) of our approach in AWGN is also 

analyzed and verified. Simulation results demonstrate that the devised receiver is superior to the con- 

ventional OFDM-DCSK method in terms of BER and root mean square error performance for AWGN as 

well as impulsive noise including the Middleton class A distribution and α-stable process. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

Nowadays, wireless communication systems are easily eaves- 

ropped by malicious users due to channel broadcast character- 

stics and lack of encryption. In order to enhance their security, 

haotic communication is one of the effective encryption schemes 

1] for data transmission in ultra-wide-band (UWB) and power line 

ommunication (PLC) systems [2] because the chaotic sequences 

ave naturally high-security properties including noise-like feature, 

ensitivity to the initial value and good auto-correlation [3] . Among 

ifferent chaotic techniques, coherent or non-coherent chaotic 

odulation has attracted considerable attention in the literature. 

n particular, non-coherent chaotic modulation [4] is widely dis- 

ussed for removing complex chaotic synchronization modules. 

Differential chaos shift keying (DCSK) [4] is one of the most 

ractical non-coherent chaotic modulation schemes since it per- 

orms the non-coherent demodulation on the reference sequence 

nd information-bearing sequences, and the receiver does not need 

o generate the chaotic waveform. Moreover, it can provide a sat- 

sfactory bit error rate (BER) performance for UWB and PLC com- 

unication systems [1] . However, DCSK has two main drawbacks, 
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amely, low transmission efficiency and the requirement of highly- 

omplex delay line circuits [1] . 

To simultaneously address these two issues, multi-carrier (MC) 

ased DCSK system has been suggested [5] . In MC-DCSK, one 

ubcarrier is assigned for the reference sequence transmission 

hile the remaining subcarriers are allocated for transmitting 

nformation-bearing sequences. Since different sequences are lo- 

ated in different subcarriers, the delay line circuit is not needed. 

oreover, the number of subcarriers can be sufficiently large, 

hereby the transmission efficiency is significantly enhanced. In 

ddition, the orthogonal frequency division multiplexing (OFDM) 

echnique can be applied in MC-DCSK systems to reduce the im- 

lementation complexity. The resultant OFDM-DCSK system [6] is 

asily realized by fast Fourier transform (FFT), and can utilize the 

pectrum more efficiently than the MC-DCSK system, resulting in 

igher transmission efficiency. The OFDM-DCSK has also been ex- 

ended to the multiuser scenarios in Kaddoum [7] , while [8,9] fo- 

us on further improving the security performance. 

On the other hand, although DCSK has been applied in PLC sys- 

ems, the impulsive noise together with Gaussian noise in these 

hannels [10,11] can remarkably degrade the BER performance. In 

articular, the former induces large-amplitude disturbance or out- 

iers to the transmitted chaotic sequences, which will introduce 

any erroneous data after non-coherent demodulation at the re- 

eiver. In the presence of Gaussian noise, Kaddoum and Soujeri 
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Fig. 1. Block diagram of OFDM-DCSK transmitter. 
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12] has adopted the DCSK scheme with repeatedly transmitted 

eference sequence and moving average filter at the receiver for 

oise reduction. In addition, Rao et al. [13] has proposed an it- 

rative chaos generator with average computation at the receiver. 

hile in Chen et al. [14] , an iterative MC-DCSK receiver is devel- 

ped for increasing the reference sequence accuracy. However, they 

ll have not considered handling the outlier-contaminated data. 

iao et al. [15] has suggested an M-ary DCSK system with replica 

iecewise frame to reduce the impulsive noise. However, it is only 

ocused on DCSK systems in the time domain, and hence cannot 

tilize the MC structure to enhance transmission efficiency. 

In this work, we exploit the fact that all information-bearing 

equences are generated by multiplying the reference sequence by 

 scalar to enhance the receiver design. That is, since every chaotic 

equence in an OFDM-DCSK symbol can be viewed as a row in a 

atrix, we propose to model the transmitted OFDM-DCSK signal 

s a rank-1 matrix, and then perform rank-1 matrix approximation 

ased detection at the receiver for noise reduction. To the best of 

ur knowledge, this idea has not yet been initiated in the litera- 

ure. It is worth mentioning that low-rank matrix approximation 

an be simply realized by the truncated singular value decompo- 

ition (SVD), which corresponds to least squares (LS) or � 2 -norm 

inimization, yielding the optimum receiver for Gaussian noise 

uppression [16] . Nevertheless, the LS approach may result in de- 

raded performance for impulsive noise because the squaring oper- 

tor in the � 2 -norm will notably amplify the large-amplitude out- 

ier components, making it not robust to outliers. A conventional 

utlier-resistant solution is to generalize the � 2 -norm to � p -norm, 

here 0 < p ≤ 2 [17] . That is because when p < 2 , the impulsive

oise is not amplified too much during the � p -minimization, re- 

ulting in that the large residuals caused by the outliers are smaller 

nd not dominating the optimization process. In fact, � p -norm 

ased minimization for matrix approximation has wide applicabil- 

ty such as robust direction-of-arrival estimation [18] and image 

ainting [19] . 

Our main contributions are summarized as: 

1. By exploiting the rank-1 property of the transmission matrix, 

a novel idea is devised in the OFDM-DCSK receiver design by 

integrating a low-rank matrix approximation procedure in the 

system to achieve noise reduction, which in turn lowers the 

BER. 

2. We propose to use the matrix factorization technique to esti- 

mate the resultant rank-1 matrix where the � p -minimization 

problem formulation is adopted. For 0 < p < 2 , the receiver is 

robust even to the impulsive noise, and the solver is realized 

based on alternating optimization. The algorithm local/global 

convergence is also proved. While for p = 2 , it is basically an

LS problem and the solution is simply computed by the trun- 

cated SVD, but this may not provide reliable performance in the 

presence of outlier-contaminated data. It is shown that our low- 

rank approximation approach significantly outperforms [6] in 

both BER and mean square error metrics. 

3. We derive the BER expression for the proposed rank-1 approx- 

imation OFDM-DCSK receiver in AWGN, which is validated via 

computer simulations. 

The rest of this paper is organized as follows. Section 2 de- 

cribes our OFDM-DCSK system, which consists of the rank-1 ma- 

rix approximation step via � p -minimization in the receiver. The 

olvers for p = 2 and 0 < p < 2 are developed. The latter is based

n alternating minimization and we also study the algorithm con- 

ergence. In Section 3 , the BER of the proposed receiver in the 

resence of AWGN is derived. Section 4 presents the evaluation 

esults of the rank-1 approximation approach in AWGN as well 

s impulsive noise, namely, Middleton class A distribution and α- 
2 
table process, for different values of p and signal-to-noise ratio 

onditions. Finally, conclusions are drawn in Section 5 . 

. Rank-1 approximation based OFDM-DCSK design 

In this section, we present our proposed OFDM-DCSK system 

here the novelty lies in the rank-1 approximation design in the 

eceiver. 

.1. Transmitter structure 

Fig. 1 depicts the block diagram of a standard OFDM-DCSK 

ransmitter [6] . The information from users is firstly modulated 

s binary phase shift keying (BPSK) data symbols. After serial- 

o-parallel (S/P) conversion, they are multiplied by the refer- 

nce chaotic sequence { x k } where x k ∈ (−1 , 0) ∪ (0 , 1) is the k th

hip generated by the second-order Chebyshev polynomial func- 

ion (CPF) chaos generator according to x k +1 = 1 − 2 x 2 
k 
, 0 ≤ k ≤

− 1 , with β being the sequence length. The k th chip of the 

haotic modulated sequence in the n th data stream can be ex- 

ressed as d n,k = s n x k , 1 ≤ n ≤ N − 1 while the k th chip of the

eference chaotic sequence is also represented as d 0 ,k = x k since 

 0 = 1 . Subsequently, one reference and N − 1 chaotic modu- 

ated sequences are sent to the inverse FFT (IFFT) module to 

erform OFDM modulation. The resultant symbols, expressed as 

 i,k = 

∑ N−1 
n =0 d n,k e 

j2 πni/N / 
√ 

N , i = 0 , . . . , N − 1 , k = 0 , . . . , β − 1 , then

o through parallel-to-serial (P/S) conversion, prior to transmitting 

ver a wireless channel. 

Define S S S ∈ C 

N×β , whose entries are { s i,k } , it can be factorized

s: 

 

 

 = p p p x x x T = [ s s s 0 , s s s 1 , . . . , s s s k , . . . , s s s β−1 ] 

= 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

p 0 x 0 p 0 x 1 . . . p 0 x k . . . p 0 x β−1 

p 1 x 0 p 1 x 1 . . . p 1 x k . . . p 1 x β−1 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

p i x 0 p i x 1 . . . p i x k . . . p i x β−1 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

p N−1 x 0 p N−1 x 1 . . . p N−1 x k . . . p N−1 x β−1 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(1) 

here s s s k = [ s 0 ,k , s 1 ,k , . . . , s i,k , . . . , s N−1 ,k ] 
T , (·) T is the transpose,

 i,k = p i x k , p p p = [ p 0 , p 1 , . . . , p n , . . . , p N−1 ] 
T is the resultant vec-

or after performing IFFT on [ s 0 , s 1 , . . . , s n , . . . , s N−1 ] 
T , and x x x =

 x 0 , x 1 , . . . , x k , . . . , x β−1 ] 
T . Apparently, the rank of S S S is 1, and this

roperty is exploited in the receiver design. 
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Fig. 2. Block diagram of OFDM-DCSK receiver via rank-1 modeling and � p -minimization. 
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Algorithm 1 � p -minimization for OFDM-DCSK receiver. 

Input: R R R , p

if p = 2 then 

Perform truncated SVD on R R R to compute ˆ R R R according to (4). 

else 

Initialize: Randomly initialize all entries in u u u 0 as ±1 . 

for l = 0 , 1 , . . . do 

for k = 0 , 1 , . . . , β − 1 do 

Update v l+1 
k 

based on (9). 

end for 

for n = 0 , 1 , . . . , N − 1 do 

Update u l+1 
n based on (10). 

end for 

Stop when termination condition is met. 

end for 
ˆ R R R = u u u l+1 ( v v v l+1 ) H . 

end if 

Output: ˆ R R R 
.2. Receiver structure 

Fig. 2 illustrates the proposed rank-1 approximation based 

FDM-DCSK receiver via � p -minimization, 0 < p ≤ 2 . After the S/P 

onversion, the received β symbols in N data streams are stored in 

 buffer, then releasing a matrix R R R ∈ C 

N×β , which can be expressed 

s: 

 

 

 = H 

H H S S S + N 

N N (2) 

here H 

H H ∈ C 

N×N is a Toeplitz matrix representing the channel ef- 

ect and N 

N N ∈ C 

N×β is the additive noise matrix. Here the wireless 

hannel response is assumed stationary in an OFDM-DCSK trans- 

ission frame and known at the receiver [8] . For presentation 

implicity but without loss of generality, we assume that perfect 

qualization has been performed prior to the S/P conversion, hence 

 

 

 = I I I , where I I I is the identity matrix. 

In the devised rank-1 approximation step in the time domain, 

e aim to find 

ˆ R R R ∈ C 

N×β such that ˆ R R R = u u u v v v H where u u u ∈ C 

N , v v v ∈ C 

β

nd (·) H is the Hermitian transpose, from R R R by utilizing the rank-1 

roperty of S S S . In the presence of AWGN, the optimum solution is 

etermined from: 

in 

u u u , v v v 
‖ u 

u u v v v H − R 

R R ‖ 

2 
F (3) 

here ‖ · ‖ F is the Frobenius norm. According to the Eckart–

oung–Mirsky theorem, it is well known that the solution is: 

ˆ 
 

 

 = σ1 g g g h 

h h 

H (4) 

here σ1 is the largest singular value in the SVD of R R R while g g g and 

 

 

 are the associated left and right singular vectors. 

For impulsive noise, the truncated SVD is not able to compute 

 reliable ˆ R R R because the � 2 -minimization is sensitive to outliers. To 

ttain robust performance, we generalize the estimation of ˆ R R R via 

 p -minimization, 0 < p ≤ 2 [17] : 

in 

u u u , v v v 
‖ u 

u u v v v H − R 

R R ‖ 

p 
p (5) 

here ‖ · ‖ p is the element-wise matrix � p -norm, defined as: 

 E E E ‖ p = ‖ u 

u u v v v H − R 

R R ‖ p = 

( ∑ 

n,k 

| e n,k | p 
) 1 /p 

(6) 

ith e n,k being the (n, k ) entry of E E E . Following the idea of [17] , u u u

nd v v v are iteratively updated via alternating optimization: 

 

 

 

l+1 = arg min 

v v v 
‖ u 

u u 

l v v v H − R 

R R ‖ 

p 
p (7) 

 

 

 

l+1 = arg min 

u u u 
‖ u 

u u ( v v v l+1 ) H − R 

R R ‖ 

p 
p (8) 
3 
here l corresponds to the estimate at the lth iteration. As the ele- 

ents in v v v l+1 or u u u l+1 are independent in the minimization process, 

e propose determining them in an entry-by-entry manner: 

 

l+1 
k 

= arg min 

v k 
‖ u 

u u 

l v k − r r r k ‖ 

p 
p (9) 

 

l+1 
n = arg min 

u n 
‖ u n ( v v v l+1 ) H − ( ̃ r r r n ) 

H ‖ 

p 
p (10) 

here v l+1 
k 

is the k th element of v v v l+1 , r r r k is the k th column of R R R ,

 

l+1 
n is the n th element of u u u l+1 and ( ̃ r r r n ) H is the n th row of R R R .

ne standard solver for (9) and (10) is the iteratively reweighted 

east squares (IRLS) algorithm [20,21] , and the iterative solutions 

re computed until convergence: 

 

q +1 

k 
= arg min 

v k 
‖ W 

W W 

q 
N 

(
u 

u u 

l v k − r r r k 
)‖ 

p 
p (11) 

 

q +1 
n = arg min 

u n 
‖ 

(
u n ( v v v l+1 ) H − ( ̃ r r r n ) 

H 
)

˜ W 

W W 

q 

β‖ 

p 
p (12) 

here q is the inner iteration number, W 

W W 

q 
N 

and 

˜ W 

W W 

q 

β are diag- 

nal matrices whose (n, n ) and (k, k ) entries are w 

q 
n = | ξ q 

n | p/ 2 −1 

nd ˜ w 

q 

k 
= | ̃  ξ q 

k 
| p/ 2 −1 , respectively, with ξ q 

n and 

˜ ξ q 

k 
being the n th 

nd k th entries of ξξξ q = u u u v q 
k 

− r r r k and 

˜ ξξξ
q = u 

q 
n v v v H − ( ̃ r r r n ) H . The � p -

inimization procedure is summarized in Algorithm 1 . When 1 ≤
p < 2 , the IRLS algorithm provides global convergence since the 

roblem is convex, while 0 < p < 1 , the algorithm only has local
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onvergence. The proof for convergence is provided by the follow- 

ng proposition [18] . 

roposition 1. Define the residual error after the lth iteration as 

 p ( u u u l , v v v l ) = ‖ u u u l ( v v v l ) H − R R R ‖ p p . J p ( u u u l , v v v l ) is non-increasing in the iterative

rocess and finally converges to a limit. 

roof. According to (7) and (8) , the residual error has the follow- 

ng property: 

 p ( u 

u u 

l+1 , v v v l+1 ) ≤ J p ( u 

u u 

l , v v v l+1 ) ≤ J p ( u 

u u 

l , v v v l ) . (13)

his means that the error will not increase during each iteration. 

oreover, the error has a lower bound of 0, thereby the algorithm 

onverges [18] . �

Following [17] , the complexity of Algorithm 1 is O(NβN IRLS ) 

here N IRLS is the required iteration number for convergence. 

hen p = 2 , the algorithm can be efficiently solved by the trun- 

ated SVD, thus N IRLS = 1 and the complexity is reduced to O(Nβ) . 

n our study, when the absolute difference of normalized root 

ean square error (NRMSE) between two successive iterations is 

maller than ε = 10 −4 , then the algorithm is terminated or conver- 

ence condition is reached. The NRMSE is defined as: 

RMSE = 

‖ ̂

 R 

R R − S S S ‖ F 

‖ S S S ‖ F 

(14) 

hich measures the closeness between the time-domain rank-1 ˆ R R R 

nd S S S . 

After rank-1 approximation, FFT is applied on 

ˆ R R R for OFDM de- 

odulation to generate a rank-1 matrix C C C . Note that every row vec- 

or of C C C represents a chaotic sequence, we write C C C as: 

 

 

 = [ c c c 0 , c c c 1 , . . . , c c c n , . . . , c c c N+1 ] 
H (15) 

here c c c n ∈ C 

β is the n th chaotic sequence and c c c 0 ∈ C 

β is the ref-

rence sequence. Since the ideal C C C must be real, the demodulated 

PSK symbol ˆ s n is obtained by the following chaotic demodulation: 

ˆ 
 n = sgn 

(
�{ c c c 0 } T · �{ c c c n } 

)
, 1 ≤ n ≤ N − 1 (16) 

here �{·} takes the real part of a complex number and sgn (·) is 
he sign function. Finally, the information bits are obtained from ˆ s n 
hanks to the BPSK-symbol decoding. 

. Bit error rate analysis 

In this section, we study the BER performance of the proposed 

eceiver over AWGN channel. First, we write �{ C C C } ≈ ˜ u u u ̃ v v v T where 

˜ 
 

 

 = [ ̃  u 0 , ̃  u 1 , . . . , ̃  u n , . . . , ̃  u N−1 ] 
T ∈ R 

N and 

˜ v v v ∈ R 

β are unique up to a

calar, and interpret the rank-1 approximation as projecting the 

eceived noisy sequence onto ˜ v v v . ˜ v v v is approximately equal to the 

haotic sequence x x x , and ˜ u n ̃ v v v is the projection of noisy sequences 

nto ˜ v v v . Note that ˜ v v v T ˜ v v v > 0 , (16) can then be expressed as: 

ˆ 
 n = sgn 

(
�{ c c c 0 } T · �{ c c c n } 

)
= sgn 

(
( ̃  u 0 ̃  v v v ) T ( ̃  u n ̃  v v v ) 

)
= sgn 

(
( ̃  u 0 ̃  u n )( ̃ v v v T ˜ v v v ) 

)
= sgn ( ̃  u 0 ) · sgn ( ̃  u n ) (17) 

hose value is determined by the signs of ˜ u 0 and ˜ u n . 

Considering that s n are equally distributed as +1 and −1 , 

e define the error probability P b of ˜ u n as P b = P b |{ s n = +1 } =
 ( d x x x ̃ v v v /σ ) , where Q(·) is the Q-function defined as Q(x ) = 

 ∞ 

x e −t 2 / 2 dt , d x x x ̃ v v v is the projection length of x x x onto ˜ v v v , which is also 

qual to the distance between x x x and the hyperplane dividing the 

ign of ˜ u n in the β-dimensional space, and σ = 

√ 

N 0 / 2 is the stan- 

ard deviation of the AWGN, with N 0 being the noise power spec- 

ral density. An illustration for the 2-D case is provided in Fig. 3 

nd it shows that ˜ v v v is perpendicular to the hyperplane. Since the 
4 
rigin is contained in the hyperplane, d x x x ̃ v v v can be determined by 

he length d x x x of x x x and the phase θ between x x x and 

˜ v v v : 

 x x x ̃ v v v = d x x x cos θ = 

√ 

βE { x 2 
k 
} cos θ = 

√ 

β
2 

∣∣∣ ˜ v v v T x x x 
‖ ̃ v v v ‖ 2 ‖ x x x ‖ 2 

∣∣∣ (18) 

here E { x 2 
k 
} = 1 / 2 since the chaos generator uses the second-

rder CPF [22] , and cos θ = | ̃ v v v T x x x | / (‖ ̃ v v v ‖ 2 ‖ x x x ‖ 2 ) ≥ 0 , implying that 

∈ [ −π/ 2 , π/ 2] . Therefore, P b is calculated as: 

 b = Q 

(
d x x x ̃ v v v 
σ

)
= Q 

(
cos θ

√ 

β/ 2 
N 0 / 2 

)
= Q 

(
cos θ

√ 

β
N 0 

)
. (19) 

he error probability of the BPSK symbols { ̂ s n } can be com- 

uted using P b . According to (17) , since the demodulation is non- 

oherent, ˆ s n is erroneous when either sgn ( ̃  u 0 ) or sgn ( ̃  u n ) is incor- 

ect. While if both ˜ u 0 and ˜ u n are of wrong signs, the demodulated 

ˆ  n is still correct. Therefore, we can write the error probability P e 
f ˆ s n as: 

 e = 2 P b (1 − P b ) . (20) 

inally, as θ is randomly distributed, the BER is the expected value 

f P e over θ [23] : 

ER = E { P e | θ} 

= E 

{ 

2Q 

( 

cos θ

√ 

β

N 0 

) ( 

1 − Q 

( 

cos θ

√ 

β

N 0 

) ) ∣∣∣θ
} 

(21) 

hich can be numerically evaluated. Note that (21) is applicable 

or the AWGN because its transform from time domain to fre- 

uency domain via FFT is also AWGN, but it is not true for im- 

ulsive noise models. 

. Simulation results 

Numerical simulations are conducted to evaluate the BER and 

RMSE performance of the proposed receiver with comparison to 

he conventional OFDM-DCSK system where there is no rank-1 ap- 

roximation procedure [6] . Second-order CPF is considered and the 

nergy used for transmitting a bit is E b = NβE { x 2 
k 
} / (N − 1) where

e set N = 128 and β = 50 . 

First, the BERs of the proposed receiver and [6] in the pres- 

nce of complex-valued circular AWGN are investigated with re- 

pect to E b /N 0 , which is the signal-to-noise ratio per bit, and the 

esults are shown in Fig. 4 . The power of the AWGN is varied to

roduce E b /N 0 ∈ [ −20 , 15] dB, and for each E b /N 0 sample point,

e perform 3938 independent runs corresponding to 3938 ∗ (N −
) ≈ 50 0 , 0 0 0 bits. In simulating the multipath fading channel, the

umber of paths is 3, with path delay symbols of 0, 2, 4, and the

verage power of each path is 1 / 3 . The theoretical BER is deter-

ined from (21) . It is seen that our scheme achieves a much lower 

ER than [6] for all values of p, with p = 2 being the best. It is be-

ause the � 2 -norm is regarded as the optimum receiver over AWGN 

hannel [16] . While for 1 ≤ p < 2 , its BER performance is compara-

le to that of p = 2 , demonstrating the robustness of � p -norm min-

mization. Note that the BER results for p < 1 are inferior which 

ight be due to the algorithm local convergence. We also find that 

he theoretical calculation of (21) agrees well with the empirical 

urve at p = 2 . In Fig. 5 , the BER performance over multipath fad-

ng channel is similar to that over AWGN channel with the best 

erformance at p = 2 . The corresponding NRMSEs are plotted in 

ig. 6 , which align with Fig. 4 , and it is observed that our proposed

eceiver has smaller NRMSE values than [6] . 

The above test is then repeated with an impulsive noise chan- 

el. We start with the Middleton class A noise which is based on 

he Gaussian mixture model [24] . Its probability density function 
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Fig. 3. Illustration of hyperplane over AWGN channel in 2-D space. 

Fig. 4. BER versus E b /N 0 in AWGN. 
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Fig. 5. BER versus E b /N 0 in AWGN over multipath fading channel. 

Fig. 6. NRMSE versus E b /N 0 in AWGN. 

(

w  

g

p

A  

A

b  

w  

s

e

t

PDF) is expressed as [10] : 

p(ξ ) = e −A 
∞ ∑ 

m =0 

A 

m 

m ! 
√ 

2 πσ 2 
m 

e 
− ξ2 

2 σ2 
m (22) 

here σ 2 
m 

= σ 2 (m/A + 
) / (1 + 
) . The complex-valued noise is

enerated by combining two independent components with equal 

ower as the real and imaginary parts. According to [10] , we set 
6 
 = 0 . 01 and 
 = 0 . 01 , and the results are shown in Figs. 7–9 .

gain, the superiority of our approach over [6] is demonstrated in 

oth BER and NRMSE. In Fig. 7 , we see that the best BER is attained

hen p = 1 and p = 1 . 2 , validating that outliers can be effectively

uppressed with p < 2 . Since global convergence is not guaranteed, 

mploying p < 1 results in suboptimum performance. Furthermore, 

he non-robustness of applying the truncated SVD is clearly ob- 
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Fig. 7. BER versus E b /N 0 in Middleton class A noise. 

Fig. 8. BER versus E b /N 0 in Middleton class A noise over multipath fading channel. 

s

m

t  

w

S

n

[

w

β
α  
erved, yielding the worst performance among all choices of p. For 

ultipath fading channel, similar results are obtained. In Fig. 8 , 

he best BER performance is attained with p = 1 and p = 1 . 2 , and

hen p = 2 , the BER performance is the worst since the truncated 

VD cannot suppress the impulsive noise well. 

Finally, we consider another typical impulsive noise model, 

amely, zero-location α-stable process, whose PDF is defined as 

d

7 
25] : 

p(ξ ) = 

1 
π

∫ ∞ 

0 e −γ t α cos [ ξ t + γ β0 t 
αω(t, α)]d t (23) 

here α is the characteristic exponent, γ is the scale parameter, 

0 is the symmetry parameter, while ω(t, α) = tan (απ/ 2) when 

� = 1 and ω(t, α) = 2 log (| t| ) /π when α = 1 . Because of the un-

efined variance, we use a generalized form of E /N , given by 
b 0 
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Fig. 9. NRMSE versus E b /N 0 in Middleton class A noise. 

Fig. 10. BER versus E b /N 0 in α-stable noise. 

E  

e

p  

a  

t  

s

o  

f

o  

m

w

M

t

Eb 0 
 b / (8 γ 2 /α ) [11] . In this test, we fix α = 1 . 8 and vary γ to gen-

rate different values of E b /N 0 . The BER and NRMSE results are 

lotted in Figs. 10–12 . As in Fig. 10 , we see that our receiver

ttains the best BER performance with p = 1 and p = 1 . 2 , al-

hough those of p = 1 . 8 and p = 2 are inferior to [6] . Similar re-

ults over multipath fading channel can be seen in Fig. 11 , where 

nly the case of our proposed scheme with p = 2 has the in-
8 
erior performance comparing with [6] . Nevertheless, the NRMSE 

f [6] is largest in the whole range of E b /N 0 . Employing the ter-

ination criterion described in Section 2 , we have found that 

hen the algorithm is executed by an i7-9700 3.00 GHz CPU and 

ATLAB parallel computing toolbox, the convergence time is be- 

ween 0.2 s and 0.6 s, depending on different values of p and 

 /N . 
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Fig. 11. BER versus E b /N 0 in α-stable noise over multipath fading channel. 

Fig. 12. NRMSE versus E b /N 0 in α-stable noise. 
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. Conclusion 

An improved OFDM-DCSK receiver by exploiting the rank- 

 property of the symbol matrix has been devised. The rank- 

 approximation is attained via matrix factorization and � p - 

inimization, resulting in noise suppression. For AWGN, we simply 

ompute the truncated SVD for its realization, which corresponds 

o p = 2 . To handle impulsive noise, we set 0 < p < 2 and apply
9 
he IRLS algorithm to solve the minimization problem. It is demon- 

trated that the proposed receiver outperforms the conventional 

cheme for both AWGN as well as impulsive noise models includ- 

ng the Middleton class A noise and α-stable process in terms of 

ER and NRMSE with a wide range of p ≤ 2 . The error probability

or the AWGN case is also derived and verified by computer simu- 

ations. 
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